Generating a synthetic population of the United States
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Abstract

We describe the methodology for generating a synthetic population of the United States.

A synthetic population integrates a variety of databases from commercial and public sources into a common architecture for data exchange. The process preserves the confidentiality of the individuals in the original data sets, yet produces realistic attributes and demographics for the synthetic individuals. The synthetic population is a set of synthetic people and households, located geographically, each associated with demographic variables recorded in the census. Joint demographic distributions are reconstructed from the marginal distributions available in typical census data using an iterative proportional fitting (IPF) technique \[5\]. Each synthetic individual is placed in a household with other synthetic individuals. Each household is located geographically using land-use data and data pertaining to transportation networks. The process guarantees that a census of our synthetic population is statistically indistinguishable from the original census. The basic process can be extended to assign other personal and behavioral attributes using additional data sources. Table \[1\] shows some of the data we have used in constructing previous synthetic populations.

The methodology for generating synthetic populations is illustrated in Figure \[1\]. The following list describes the sequence of steps involved:

1. \textit{population synthesis}, in which a synthetic representation of each household in a region is created from Census data. The individuals in the households are endowed with individual and household level characteristics such as age, gender, marital status, household income, household size, and location;

2. \textit{activity assignment}, in which each synthetic person in a household is assigned a set of activities to perform during the day, along with the times when the activities begin and end, as given by activity or time-use survey data;

3. \textit{location choice}, in which an appropriate real location is chosen for each activity for every synthetic person based on a gravity model and data sources such as land use patterns, tax data or commercial location data;
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Table 1: Partial list of datasets we have used in the construction of previous synthetic populations.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>American Community Survey</td>
<td>U.S. Census data used to build the synthetic set of anonymous people with the aggregate statistics matched.</td>
</tr>
<tr>
<td>Land use data</td>
<td>Type of land use e.g. residential, commercial, industrial etc.</td>
</tr>
<tr>
<td>National Household Travel Survey (NHTS)</td>
<td>Data on the travel behavior of the American public.</td>
</tr>
<tr>
<td>National Health Interview Survey (NHIS)</td>
<td>Provides demographic information of the population such as household size, household income, householders’ ages, number of workers, number of cell phones in a household. Also includes a parameter for the importance of each household with respect to national population.</td>
</tr>
<tr>
<td>Dun &amp; Bradstreet (D&amp;B)</td>
<td>Describes retail locations, types and the number of employees.</td>
</tr>
<tr>
<td>American Time Use Survey (ATUS)</td>
<td>Survey data on individual’s activities such as paid work, childcare, volunteering, socializing etc.</td>
</tr>
<tr>
<td>HERE (formerly NAVTEQ)</td>
<td>Road Network and transportation map.</td>
</tr>
</tbody>
</table>

4. **contact estimation**, in which each synthetic person is deemed to have made contact with a subset of other synthetic people simultaneously present at a location.

The resulting model is a dynamic representation of human mobility and interaction over the course of a normative day. From this we can also induce a social contact network, which is an interaction-based graph whose vertices are synthetic people, labeled by their demographics, and whose edges represent estimated contacts, labeled by duration of contact and type of activity. This social contact network is specific to a geographic location because of its dependence on “contingent realities” for the area – demographics of people who live there and the distribution of actual activity locations. It provides a plausible, bottom-up mechanism for generating large scale structure without making assumptions about hierarchies. It also makes it possible to model realistic interaction with the built environment, e.g. convenience stores that sell tobacco.

Note that it is impossible to build such a network by simply conducting a survey; the use of generative models to build such networks is a unique feature of this work. The resulting data set is very rich, and can be applied to many problem domains. For example, we have used synthetic populations as part of a very detailed and extensive simulation of the aftermath of an improvised nuclear detonation.

Based on methods and software developed by this team, Research Triangle International (RTI) has produced synthetic populations for the United States and a few other countries. Others are following suit, so much so that the use of a synthetic population is now called “traditional” and has spawned an entire line of research complete with review articles. It is worth noting that most other attempts at synthetic population generation are limited to what we refer to as baseline population synthesis (described in section below), which just contains a set of synthetic individuals with realistic demographic attributes. We go beyond this step to add realistic activity patterns and locations for these activities, and to induce contact networks.

Below we describe each of the steps involved in more detail.

## 1 Baseline population synthesis

In this step we use data from the American Community Survey (ACS) to create a disaggregated set of agents endowed with various demographic variables. The methodology is based on the work of Beckman et al.

The ACS provides data for public use that are resolved to the block group level, which is a geographical region containing between 600 and 3000 people. For each block group, tables of distributions of many demographic characteristics – such as age, gender, household income, household size – are provided. We refer to these as marginal distributions.

[https://www.census.gov/geo/reference/gtc/gtc_bg.html](https://www.census.gov/geo/reference/gtc/gtc_bg.html)
To create a synthetic population for the block group, we would like to generate a joint distribution from the given marginal distributions and then sample from it the desired number of times. In the absence of any other information, the only approach available would be to treat the given marginal distributions as independent and to create a joint distribution by multiplying the marginal distributions. Obviously, this would ignore any correlations between the demographic variables.

In reality, however, there are strong correlations between demographic variables, e.g., between age and household income. Generating a synthetic population by ignoring these correlations would clearly be a poor strategy. Fortunately, the ACS also provides a 5% representative sample for each region.

This sample is generated from a larger region known as a Public Use Microdata Area (PUMA), which consists of at least 100,000 people. The sample is known as a Public Use Microdata Sample (PUMS). The PUMAs are contiguous and each block group is included in only one PUMA. A PUMS record is essentially a complete Census record, after uniquely identifying information such as names and addresses have been eliminated.

We incorporate the PUMS information into the inference of the joint distribution from the marginal distributions using a statistical procedure known Iterative Proportional Fitting (IPF). IPF is a rigorous way of combining the information from the marginal distributions and the sample data. It has been shown to preserve important properties of the data: it gives a constrained maximum entropy estimate of the true joint distribution, and it preserves the odds ratios given in the sample in the absence of any marginal information to the contrary.

With the use of the IPF procedure, combined with the marginal and sample data, we thus obtain a joint distribution over a selected set of marginal variables for each block group, e.g. age of householder, household income, and household size. We sample this joint distribution and find a matching record (an entire household) from the PUMS data. This matching record is copied into the synthetic population. This procedure is repeated until the synthetic population size matches the true population size for the block group.

Since the entire record is copied over from the PUMS, correlations between variables within the record are maintained. This results in a synthetic population that closely matches the structure of the true population.

**Validation:** It is important to note, as mentioned above, that this procedure actually offers some theoretical guarantees.

[3][https://www.census.gov/geo/reference/puma.html]
The generated synthetic population is guaranteed to match the marginal distributions of the true population for the selected demographic variables. It is also guaranteed to match the correlations between various demographic variables as far as the sample is representative (the representativeness of the sample is guaranteed by the ACS).

Additional validation is carried out by comparing the distributions of variables that are not included in the IPF step with their distributions as given by the ACS. For example, the ACS provides the distribution of the number of workers in the family for each block group. This variable is not included in the IPF step but is included in the sample data, and is therefore carried along into the synthetic population when we copy the records from the sample data to create the synthetic population. We can therefore compare the distribution of the number of workers in the family in the synthetic population with the true distribution given by the ACS tables. This validation procedure consistently shows a close match between the synthetic population and the true distributions from the ACS (Beckman et al. show one such example [5]).

2 Activity assignment

In this step we use data from the National Household Travel Survey (NHTS)[3] to assign a daily activity sequence to each agent in the synthetic population constructed in the previous step. The NHTS contains detailed information on individuals’ movements and activities over the course of a normative day. [23]

The activity patterns for different members of a household are typically strongly dependent on each other. For instance, if there is a child under twelve years of age in the household, then an adult will likely be present in the home with the child whenever the child is at home. Any method for assigning activity sequences to agents must be able to take into account these dependencies.

NHTS surveys households, not individuals. At NDSSL, we have developed a method that exploits this by assigning activity sequences one household at a time, thereby preserving within-household activity correlations. This method, known as the Fitted-Values Method or FVM, [16] proceeds in three steps:

1. For each synthetic household, select the survey household to which it is most similar.
2. For each synthetic individual in the household, find the individual in the survey household who is most similar.
3. Assign the activity sequence of the matching survey individual to the corresponding synthetic individual.

In step 1, the similarity between synthetic and survey households is judged using the (asymmetric) Hausdorff distance. This is done as follows. For each person in the synthetic household, we use a person-person distance measure ($D_{PP}$, explained in Section 2 below) to find the closest matching person in the survey household. The distance between two households is then taken to be the maximum of the person-person distances. Since the worst of the person-person distances is treated as the household distance, when we find the best matching household, we can be sure that no person will be assigned an ill-fitting activity sequence.

Two stage fitted-value approach

The person-person distance is evaluated on the basis of only those demographics relevant to activity sequences as follows. First, note that a naïve measure like the Euclidean distance or Mahalanobis distance between demographics would not be a good choice for $D_{PP}$. This is because what we actually care about is the activity sequence of the survey individual. Demographic variables that are not relevant for determining the activity sequence can distort a Euclidean or Mahalanobis distance, and thereby result in poor matching of activity sequences to synthetic individuals.

What we would like to have is a means of weighting the demographic variables according to their importance in determining the activity sequence. We form summary statistics of the activity sequences – such as hours spent at home, at work, or at school – and explain them as a function of the individuals’ demographics in a regression model. Then we define $D_{PP}$ to be the Mahalanobis distance between the fitted values of the summary statistics for the survey household and the predicted values of the summary statistics for the synthetic household. The benefit of using the fitted values instead of the true values for the survey household is that it guarantees that individuals that are demographically identical will be evaluated to have a distance of zero.

3http://nhts.ornl.gov/
Once the person-person distance has been calculated, we can calculate the between-household distances and identify the most similar survey household. Once the most similar survey household is identified, individuals within the synthetic household are compared to individuals within the selected survey household based upon $D_{PP}$. Finally each synthetic individual is assigned the attributes of the survey individual most similar (closest) to them in the chosen survey household.

Validation: We validate the assignment by comparing the average time spent in various activities broken down by age and gender between the survey data and the synthetic population. The comparison for average hours spent at home is shown in Figure 2. The summary statistic generated by an earlier method due to Vaughn et al., which we refer to as the VSP method after the initials of the authors. We see that while both methods capture the slight increase with age of average hours at home, FVM also manages to reproduce the difference between males and females while the VSP method does not. A similar comparison for various other activities is presented by Lum et al.

3 Location choice

In this step we use data from multiple sources to assign a location for each activity for each agent.

Assigning home locations: Cartographic boundary shapefiles, defining the boundary of each block group, are available from the U.S. Census. The Census and ACS also provide housing unit distributions for each block group, which contain counts of the numbers of buildings with various numbers of housing units (1, 2, 3-4, 5-9, ..., 50+). To create geographical locations for these residential buildings, we use road network data from HERE (formerly NAVTEQ). A geometric intersection of the boundary polygon with the road network segments gives the section of the road network that falls within the block group. Residential locations are allocated to streets based on the street type (e.g. smaller streets are more likely to have single-family homes), and the distribution of building types. Finally, households are allocated home locations by proceeding iteratively through the list of households and locations.

Assigning locations for other activities: Once home locations have been assigned, locations for other activities are assigned using a gravity model. Data on business and other activity locations are obtained from Dun & Bradstreet and data on school locations are obtained from the National Center for Education Statistics (NCES). The general idea behind the gravity model is to choose the next activity location for a person probabilistically, given their current activity location. Probabilities are assigned to be proportional to location capacities and inversely proportional to location distances (from the person’s current location). Thus, nearby large locations are more likely to be chosen than far-away small locations.

Home, work, and school (including college) activities are defined to be anchor activities, in the sense that the locations

---

https://www.census.gov/geo/maps-data/data/cbf/cbf_blkgrp.html
for these activities are chosen first, and the locations for other activities (e.g., shopping) are chosen relative to these anchor activity locations.

If the home location is \( i \), then work location \( j \) is chosen according to the following distribution \([1]\).

\[
Pr(j|i) \propto w_j e^{b T_{ij}},
\]

where \( w_j \) is the capacity of location \( j \) for the work activity, \( b \) is a negative constant, and \( T_{ij} \) is the travel time from location \( i \) to location \( j \). Note that a location can have different capacities for different activities. For example, a school can have a large capacity for school activities but a relatively smaller capacity for work activities.

For assigning other activity locations, such as shopping, we take into account the locations for the anchor activities both before and after the current activity. For example, if a synthetic individual has a shopping activity between work and home activities (i.e., she goes shopping on the way home from work), the probability distribution over shopping locations is defined as, \([1]\)

\[
Pr(k|j, i) \propto s_k e^{b T_{jk} + a T_{ki}},
\]

where \( j \) is the work location, \( i \) is the home location, and \( s_k \) is the capacity of location \( k \) for the shopping activity. \( T_{jk} \) and \( T_{ki} \) are the travel times as before.

To avoid having to compute a distribution over the entire set of locations, activity assignment is done in two steps. First the region is divided into Traffic Analysis Zones (TAZs) and the centroid of each TAZ is assigned a capacity which is the sum of the capacities of all locations within the TAZ. We first assign locations at the level of the TAZs, and then, in the second step, use the same model over all the locations within the chosen TAZ. Alternatively, a distance threshold can be imposed where we only consider candidate locations within, say, 60 miles of the current location.

**Validation:** Validation of this step is discussed extensively by Beckman et al. \([4]\) They extended the synthetic population to model cell phone traffic by integrating it with a model of the cellular infrastructure, and showed that they are able to match various measures of cellular traffic. This indirectly shows that the mobility model gives a good representation of actual population densities across the region over time. They also showed that the distribution of distances traveled is a power law, which is consistent with what has been reported in the literature \([12]\). The mobility patterns have also been validated using various measures of traffic such as trip counts between various zones. \([10]\)

### 4 Contact estimation

Once each person has been assigned a location for each activity during the day, we can induce a contact network as follows.

Activity locations and activity times are combined to construct a time-indexed map between persons and locations. This is a bipartite graph, as illustrated in Figure 3a. From this, we can induce a person-person contact network by assuming a mixing model.

The simplest mixing model assumes that two people in the same location at the same time are in contact, as shown in Figure 3b. This is a "complete mixing" model within each location. Large locations can be divided into sub-locations. For example, a school is divided into classrooms. The size or capacity of a sub-location depends on the location of which it is a part. For example, classrooms might be assigned a greater capacity than rooms in an office building. Instead of assuming full mixing, some other mixing model such as an Erdős-Rényi random graph can also be used.

At the end of this step, we obtain a contact network for the entire population of the region, which can be quite large. For example, the network for the city of Los Angeles contains 16.23 million nodes and 459 million edges. \([26]\)

**Validation:** There are no empirical data about contact networks at this scale, therefore we validate these networks by evaluating various metrics on the constructed networks. Network structural measures, such as degree distributions (i.e., the distribution of numbers of contacts per person), show expected patterns. Since the network is dynamic, we show the temporal degree for a few randomly chosen locations in Figures 4a, 4b, and 4c. We see that the degrees of the home locations drop during the day, while the degrees of the work and school locations increase during the day.

Figure 4d shows that the degree distribution of the non-home locations in the union graph follows a power law. The union graph is constructed by ignoring the time-stamps on the edges. Power-law distributions are reported in the literature in similar contexts such as González et al. \([12]\)
Figure 3: Left: a bipartite person-location graph where edges represent the locations visited by people. Note that two people may interact in more than one location over the course of a day, e.g., $P_1$ and $P_4$ meet at locations $L_2$ and $L_4$. Right: the induced person-person social contact network. There is an edge between any two people who are at the same location for an overlapping time during the day. If they meet at more than one location, the contact times are added. Figure reproduced from [17].

Figure 4: The first three figures show the temporal degree of four randomly chosen locations of each type in the synthetic contact network for Los Angeles. The figure on the right shows the degree distribution of the non-home locations in the “union” graph, which is obtained by ignoring time stamps on the edges. Figures reproduced from [26].
In addition to structural validity, validity with respect to dynamic measures, such as the spread of epidemics, is evaluated and discussed by Eubank et al. [10,11]. They measure various network characteristics, such as clustering coefficient, expansion, and overlap ratio, and show their relevance and realism for epidemic dynamics. Xia et al. [25,26] compare the synthetic networks for different cities in terms of micro-structure (graphlets), and epidemic intervention efficacy and show that the networks have differences explainable in terms of social and cultural differences between regions.
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